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Abstract—The classification of limb movements can
provide with control commands in non-invasive brain-
computer interface. Previous studies on the classification
of limb movements have focused on the classification
of left/right limbs; however, the classification of different
types of upper limb movements has often been ignored
despite that it provides more active-evoked control com-
mands in the brain-computer interface. Nevertheless, few
machine learning method can be used as the state-of-the-
art method in the multi-class classification of limb move-
ments. This work focuses on the multi-class classification
of upper limb movements and proposes the multi-class
filter bank task-related component analysis (mFBTRCA)
method, which consists of three steps: spatial filtering, sim-
ilarity measuring and filter bank selection. The spatial filter,
namely the task-related component analysis, is first used

Manuscript received 13 October 2022; revised 8 February 2023 and
21 April 2023; accepted 11 May 2023. Date of publication 25 May 2023;
date of current version 7 August 2023. This work was carried out as
part of the doctoral program in Experimental Science and Technology
at the University of Vic - Central University of Catalonia. The work of
Jordi Solé-Casals was partially supported by the European Coopera-
tion in Science and Technology (COST) through COST Action under
Grant CA18106. The work of Cesar F. Caiafa work was supported by
under Grants PICT 2020-SERIEA-00457 and PIP 112202101 00284CO
(Argentina). This work was supported in part by the National Natural
Science Foundation of China (Key Program) under Grant 11932013, and
in part by the Tianjin Science and Technology Plan Project under Grant
22PTZWHZ00040. (Corresponding authors: Feng Duan; Zhe Sun; Jordi
Solé-Casals.)

Hao Jia is with the Data and Signal Processing Research Group, Uni-
versity of Vic-Central University of Catalonia, 08500 Vic, Spain (e-mail:
jia.hao@uvic.cat).

Fan Feng is with the College of Artificial Intelligence, Nankai Univer-
sity, Tianjin 300350, China (e-mail: 0bearsuny0@gmail.com).

Cesar F. Caiafa is with the Instituto Argentino de Radioastronomía,
CONICET CCT La Plata/CIC-PBA/UNLP, Villa Elisa 1894, Argentina (e-
mail: ccaiafa@fi.uba.ar).

Feng Duan is with the Key Laboratory of Brain Science and Intelligent
Rehabilitation, College of Artificial Intelligence, Nankai University, Tianjin
300350, China (e-mail: duanf@nankai.edu.cn).

Yu Zhang is with the Department of Bioengineering and the De-
partment of Electrical and Computer Engineering, Lehigh University,
Bethlehem, PA 18015 USA (e-mail: yuzhang@lehigh.edu).

Zhe Sun is with the Faculty of Health Data Science, Juntendo Univer-
sity, Urayasu 113-8421, Japan (e-mail: z.sun.kc@juntendo.ac.jp).

Jordi Solé-Casals is with the Data and Signal Processing Research
Group, University of Vic - Central University of Catalonia, 08500 Vic,
Spain, and also with the Department of Psychiatry, University of Cam-
bridge, CB2 0SZ Cambridge, U.K. (e-mail: jordi.sole@uvic.cat).

The link to the code repository is https://github.com/plustar/
Movement-Related-Cortical-Potential.

Digital Object Identifier 10.1109/JBHI.2023.3278747

to remove noise from EEG signals. The canonical correla-
tion measures the similarity of the spatial-filtered signals
and is used for feature extraction. The correlation features
are extracted from multiple low-frequency filter banks. The
minimum-redundancy maximum-relevance selects the es-
sential features from all the correlation features, and finally,
the support vector machine is used to classify the selected
features. The proposed method compared against previ-
ously used models is evaluated using two datasets. mFB-
TRCA achieved a classification accuracy of 0.4193 ± 0.0780
(7 classes) and 0.4032 ± 0.0714 (5 classes), respectively,
which improves on the best accuracies achieved using the
compared methods (0.3590 ± 0.0645 and 0.3159 ± 0.0736,
respectively). The proposed method is expected to provide
more control commands in the applications of non-invasive
brain-computer interfaces.

Index Terms—Brain-computer interface, electroenceph-
alogram, movement-related cortical potential, upper limb
movement, pattern recognition.

I. INTRODUCTION

ANON-INVASIVE brain-computer interface is a frame-
work that bridges the gap between human brains and

external computers [1], [2], [3]. In non-invasive brain computer
interface, electroencephalogram (EEG) signals can be recorded
from the brain scalp with the acquisition devices. The acquired
multi-channel signals can be used to analyze the brain activities
and classify the states of the brain, such as left and right limb
movements or multiple visual stimuli. These states can be con-
verted to control commands, and thus used to control robots or
other external devices [4], [5].

In current research on brain-computer interfaces, brain ac-
tivities such as motor imagery and steady-state visual evoked
potentials are frequently used in human-robot interactions [6],
[7]. In motor imagery, the commands are generated by classify-
ing movements of the left/right hand, a foot or the tongue [8],
[9], [10], [11]. Compared to the imagination of movement,
movement execution refers to the actual movement of limbs
and can evoke more distinguished activity in brain signals [12].
In the robot controlling with motor imagery, some subjects
prefer to executing the movements instead of imagining the
movements [13]. The reason is that the movement execution
will provide a stronger response in the brain than the movement
imagination. In both the imagined movements and the executed
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Fig. 1. Differences between double-side and single-side upper limb
movement. Motor imagery is used in the classification of double-side
movement. In motor imagery, the regions of interest are different be-
tween the left side and the right side. The variances of signals change
before and after the movement onset. In the single-side classification,
the movement-related cortical potential is used. The region of interest is
located on a single side of the brain. The amplitude increases and then
decreases around the movement onset. The signals’ trend also shows
differences between motions, such as elbow flexion and hand open.
This work focuses on the classification of these single-side motions with
movement-related cortical potential.

movement, these active-evoked commands are controlled by hu-
man intent. In steady-state visual evoked potentials, the number
of commands depends on the number of visual stimuli, and hence
there are more control commands [14], [15], [16]. However, the
steady-state visual evoked potential is evoked by external visual
stimuli. When there are no external visual stimuli, the subjects
are unable to generate these control commands intentionally.
Thus, the passive-evoked commands limit the application of
steady-state visual evoked potentials. Movement-related cortical
potential (MRCP) is a brain activity related to limb move-
ment [17]. However, current approaches mainly focused on the
binary classification between the limb’s resting and movement
states or two movement states [18], [19], [20], [21], [22], [23],
[24], [25], [26], [27], and very few methods are designed towards
multi-class states [12], [28], [29].

Most brain-computer interface studies focus on improving
existing classification tasks in motor imagery and steady-state
visual evoked potentials [14], [30], [31], [32]. However, research
into less exhausting methods for users has been ignored. Limb
movements are active-evoked and are controlled by the intent
of the subject. The classification of multiple upper limb move-
ments not only is more friendly to users than visual stimuli,
but also has more commands if combined with left and right
limb classification. However, there are very few methods for
the multi-class classification of limb movements such as elbow
flexion and pronation of the single-side limb [33], [34], [35],
[36].

The classification of limb movements can be divided into
two cases, double-side limb movements and single-side limb
movements, as shown in Fig. 1. The double-side limb movement
is related to the binary left/right limbs in motor imagery. In
the multi-class classification, the motions of double-side limb
movements are extended to a wide range, including left/right
hand movement, left/right foot movement. The single-side limb

movement is related to the MRCP signals. The motions include
the movement of a single limb, such as elbow flexion, hand close,
pronation of the upper limb. The classification of double-side
limb movements has obtained many good solutions in the past
decades, including the machine-learning methods [37], [38],
the deep-learning methods [8], [39], and the source-imaging-
based methods [40]. However, the classification of single-side
limb movements remains to be developed. Because the data
to process in both single-side and double-side movements are
the multi-channel EEG signals, the methods in double-side
movements can also be used in the single-side movement [25],
[36]. However, there are usually performance losses in machine-
learning methods and unclear decoding process in deep-learning
methods [41]. More related works about the single-side and
double-side limb movements are given in the supplementary
materials.

In our previous work, we proposed the binary standard
task-related component analysis method (bSTRCA) [26]. The
bSTRCA follows the processing procedure of spatial filtering
and feature extraction. The spatial filter used is the task-related
component analysis, and the extracted feature is the canonical
correlation coefficient. The bSTRCA method is similar to the
matched filter method, as both methods first use spatial filtering
to reject the noise in EEG signals and then use a similarity
measurement to match the unlabelled EEG signals and the grand
average MRCP. However, there are two main differences be-
tween the two methods. The first is related to how the spatial filter
rejects the noise in the signals. The matched filter method and
the bSTRCA method carry out the noise rejection based on the
variance and the amplitude of the signals, respectively. MRCP
signals are located at the low-frequency band in the frequency
domain. In said band, the amplitude of signals mainly reflects the
energy change of the signals instead of the variances. The second
difference is the role that the similarity measurement plays in the
classification. In the matched filter method, the likelihood ratio is
the indicator used for classifying the movement and resting states
by a threshold criterion. In bSTRCA, correlation coefficients are
extracted as features, and a linear discriminant analysis classifier
is then used to classify the features. Filter bank selection can
further optimize the performance of bSTRCA, and hence the
binary filter bank task-related component analysis (bFBTRCA)
method was proposed [27]. However, bFBTRCA is not available
for multi-class classification because the framework of bSTRCA
was initially designed for binary classification.

In this work, we aim to migrate the structure of the bSTRCA
method to the multi-class standard task-related component anal-
ysis (mSTRCA). Furthermore, we propose the multi-class filter
bank task-related component analysis (mFBTRCA) method by
incorporating filter bank selection into mSTRCA. The proposed
method can be used in the multi-class classification task of
single-side limb movements. The proposed method first divides
MRCP signals in the low-frequency bands into multiple filter
banks. In each filter banks, the multi-channel signals are opti-
mized with the spatial filter. Correlation features are extracted
from the optimized features. The correlation features are con-
catenated and then classified with the support vector machine
classifier.

Authorized licensed use limited to: NANKAI UNIVERSITY. Downloaded on August 08,2023 at 14:52:19 UTC from IEEE Xplore.  Restrictions apply. 



JIA et al.: MULTI-CLASS CLASSIFICATION OF UPPER LIMB MOVEMENTS WITH FILTER BANK TASK-RELATED COMPONENT ANALYSIS 3869

The work firstly explains the decoding of MRCP signals as the
rejection of unrelated noises and the measurement of similarity.
The mFBTRCA method has a simple structure and shows better
performance to other machine-learning and deep-learning meth-
ods. This method also extends the use of a TRCA-based method
to the context of limb movement.

The structure of this work is as follows. In Section II,
the dataset description and details on how the dataset is pre-
processed are given. This section also includes a description
on the structure of the mFBTRCA method. In Section III, the
performance of mFBTRCA is evaluated in the binary classi-
fication cases. The proposed method is also compared against
other benchmark methods in the multi-class cases. In Section IV,
a discussion is given on how the mFBTRCA method uses the
information from the MRCP signals, and the bottleneck of mF-
BTRCA in the multi-class limb movement classifications is also
touched upon. Finally, conclusions are given in Section V. A list
of acronyms used in this work is included in the supplementary
materials to support the reading of the manuscript.

II. METHOD

A. Dataset Description

Two public EEG datasets (namely datasets I and II) were used
to evaluate the performance of the proposed method against the
state-of-the-art and baseline methods [12], [42]. In both datasets,
the EEG signals were downsampled to 256 Hz, and a notch
filter at 50 Hz was applied to avoid the influence of power line
interference.

Both datasets have the same acquisition paradigm. Subjects
sat on a chair and a screen was in front of the subjects. EEG
signals were acquired from the channels on the brain scalp. The
channels used in the classification include FCz , C3, Cz , C4,
CPz , F3, Fz , F4, P3, Pz and P4. At the start of a trial, the screen
displayed a cross. Two seconds later, a cue appeared on the
screen indicating a motion of the upper limb which the subjects
were then supposed to execute. In dataset I, the executed motions
include elbow flexion, elbow extension, supination, pronation,
hand open, hand close and the resting state. Dataset II includes
supination, pronation, hand open, palmar grasp and lateral
grasp. In both datasets, The number of trials for each motion
were 60 and 72, and the numbers of subjects were 15 and 9,
respectively.

Although both datasets have the same paradigm, the time
windows of the EEG signals in the two datasets are different.
In dataset I, the hand trajectory was simultaneously acquired
along with the EEG signals. The movement onset of the executed
motions can be located by the hand trajectory. The time window
in which the EEG signals will be used for classification purposes
lies between one second before the onset and one second after the
onset. In dataset II, however, the hand trajectory was not recorded
and there is no information about the movement. Therefore,
here the time window for the classification corresponds to the
two-second window after the cue indicating the start of the
executed motions.

The movement onset is located with the movement trajectory
in dataset I. The same localization process as in [27] was adopted

Fig. 2. Relationship between the structure of bSTRCA and bFBTRCA.
The STRCA in this figure is either the bSTRCA or the mSTRCA. Both
bSTRCA and mSTRCA have two steps: spatial filtering and similar-
ity measuring. The bFBTRCA or mFBTRCA is developed by applying
bSTRCA/mSTRCA to multiple banks and enabling feature selection on
the features of these banks.

and the detail about this process is given in the supplementary
materials.

B. Binary FBTRCA

The proposed multi-class FBTRCA (mFBTRCA) is devel-
oped based on the binary FBTRCA (bFBTRCA). To present the
relationship these two methods, we first introduce the structure
of bFBTRCA and then detail how mFBTRCA is developed
based on bFBTRCA.

The bFBTRCA method is developed by incorporating filter
bank selection into the bSTRCA method. The key idea of bFB-
TRCA is to find the best frequency band in which the bSTRCA
method has the best classification performance. Instead of se-
lecting the best frequency band, bFBTRCA selects the best
features from features in all frequency bands. The bFBTRCA
method first divides EEG signals into multiple filter banks in the
low-frequency domain. In each filter bank, bSTRCA calculates
the canonical correlation pattern and uses them as the features.
In bFBTRCA, the features extracted using bSTRCA in all filter
banks are sorted and selected through the minimum redundancy
maximum relevance method. Finally, the support vector ma-
chine classifies the selected features. The relationship between
bSTRCA and bFBTRCA is shown in Fig. 2. The bFBTRCA
method has three key points in the classification: (1) the spatial
filtering with task-related component analysis, (2) the feature
extraction from the canonical correlation pattern, and (3) filter
bank selection.

1) Spatial Filtering: Because EEG signals are multi-channel
signals and the channels are isolated points on the brain scalp,
EEG signals naturally have a bad spatial quality. Spatial fil-
tering is commonly used to optimize the spatial quality when
processing EEG signals. A spatial filter is used to find a matrix
W ∈ R

C×P , where C is number of channels and P ≤ C. By
multiplying the given EEG signal X ∈ R

C×T with the matrix
W , the spatial-filtered signalXTW ∈ R

T×P is obtained. Here,
T is the number of sample points. Compared to the original EEG
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signal X , the dimension of the spatial-filtered signals XTW is
suppressed. The calculation methods of the spatial filter differ
for different brain activities. For example, CSP is widely used in
motor imagery, which aims to discern between the channels with
the biggest and smallest variances [31]. In steady-state visual
evoked potentials, the discriminative canonical pattern match-
ing method is used to maximize the between-class difference
and minimize the within-class difference [43]. In the bSTRCA
and bFBTRCA methods, the task-related component analysis
is used as the spatial filter, thereby extracting the task-related
components.

Task-related component analysis optimizes the signals based
on covariances of the EEG signals. The training set of EEG
signals is given as Xk = {Xk

1 ,X
k
2 , . . . ,X

k
Ik
}, where k is the

index of classes; for instance, in binary classification, k = 1, 2.
Ik represents the number of trials of class k.X are multi-channel
EEG signals of sizeC × T . The task-related component analysis
first computes the covariance of the intra-trial and inter-trial of
each class. The intra-trial covariance is

Ck
i = Xk

i (X
k
i )

T , (1)

while the inter-trial covariance is given by

Ck
i,j = Xk

i (X
k
j )

T +Xk
j (X

k
i )

T . (2)

The spatial filter is the combination of eigenvectors, which is
obtained by solving the following eigen equation:

max
ω

Jk =
ωTSkω

ωTQkω
. (3)

Sk is the sum of inter-trial covariances of class k

Sk =

Ik∑

i,j=1,i<j

Ck
i,j , (4)

and Qk is the sum of the intra-trial covariances of class k

Qk =

Ik∑

i=1

Ck
i . (5)

The eigen equation maxω Jk can be solved with the generalized
Schur decomposition as the generalized eigenvalue problem.
The eigenvectors related to the maximal eigenvalues are denoted
as ωk ∈ R

C×P , where P is the number of fetched eigenvectors.
The spatial filter of task-related component analysis, W , is the
concatenation of eigenvectors of two classes W = [ω1,ω2] ∈
R

C×2P . The optimized calculation step of the task-related com-
ponent analysis can be found in [44].

2) Similarity Measurement: In MRCP, the grand average
MRCP is the mean of EEG signals across trials, denoted as:

X̂
k
=

Ik∑

i=1

Xk
i /Ik. (6)

When measuring the relationship between the grand average

MRCP, X̂
k
, and each of the trials X ∈ R

C×T , bSTRCA and
bFBTRCA both use the canonical correlation pattern to measure

the similarity. The canonical correlation pattern includes three
correlation coefficients:

1) Correlation between X and X̂
k
:

X∗ = X;Xk = X̂
k
; (7)

ρ1,k = corr(XT
∗ W ,XT

kW ); (8)

2) Correlation between X and X̂
k

after canonical correla-
tion analysis:

X∗ = X;Xk = X̂
k
; (9)

[Ak,Bk] = cca(XT
∗ W ,XT

kW ); (10)

ρ2,k = corr(XT
∗ WBk,X

T
kWBk); (11)

3) Correlation between X − X̂
k

and X̂
3−k − X̂

k
after

canonical correlation analysis:

X∗ = X − X̂
k
;Xk = X̂

3−k − X̂
k
; (12)

[Ak,Bk] = cca(XT
∗ W ,XT

kW ); (13)

ρ3,k = corr(XT
∗ WAk,X

T
kWAk); (14)

In the above equations, corr corresponds to the two-
dimensional Pearson correlation coefficient, and the function
symbol cca computes the canonical coefficients for the two

input data matrices. X̂
3−k

denotes the grand average MRCP

of the other class (k = 1, X̂
3−k

= X̂
2
; k = 2, X̂

3−k
= X̂

1
).

Because the canonical correlation analysis is used in the feature
extraction, the EEG signals must be z-normalized before spatial
filtering in bSTRCA [45], [46]. The correlations between EEG
signals X and the grand average MRCPs of two classes are
calculated in the binary classification. The number of correlation
features is six.

3) Filter Bank Selection: In bFBTRCA, the filter bank se-
lection consists of two steps: filter bank division and feature
selection. After the z-normalization of the original EEG signals,
these are divided into subbands in the low-frequency domain.
The low cut-off frequencies of these subbands are fixed to
0.5 Hz, while their high cut-off frequencies are in the arithmetic
sequence going from 1 Hz to 10 Hz with a 1 Hz step. Therefore,
ten filter banks are used in our work.

In each filter bank, bSTRCA is used to extract features. This
feature extraction includes spatial filtering and correlation coef-
ficient extraction. The number of features is 6 in each subband,
giving a total of 60 features from all subbands.

The adopted feature selection method is the minimum-
redundancy maximum-relevance, which is used to select essen-
tial features from the total 60 features. Mutual information mea-
sures the mutual dependence between two variables, and it quan-
tifies the information from one variable by observing the other
variable. In the minimum-redundancy maximum-relevance, rel-
evance is the mutual information between the label and the
features, while redundancy is the mutual information between
two features. The minimum-redundancy maximum-relevance
method optimizes the sequence of features by minimizing the
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Fig. 3. Structure of the mSTRCA method for the three-class classification problem. This structure can be extended to a classification model for K
classes, where K ∈ Z+. The optimization of the bSTRCA includes two main points. The first is the optimization of the spatial filter, which avoids the
dimensional increase of EEG signals in multi-class classification. The second is the input of the correlation. The same components are removed
from the signals after spatial filtering when measuring the similarity between the grand average MRCPs and the EEG signals, as given in (16). The
proposed mFBTRCA method incorporates the filter bank selection into mSTRCA. This procedure is given in Fig. 2.

redundancy and maximizing the relevance. The selected fea-
tures are then classified by the binary support vector machine
classifier.

C. Multi-Class FBTRCA

The bFBTRCA method is designed to classify two states of
limb movement based on the differences between grand average
MRCPs of two states. When adapting the bFBTRCA to solve the
multi-class classification problem, the spatial filter’s structure
restricts the framework’s extension.

In the spatial filtering of binary classification, eigenvectors
ω1 ∈ R

C×P and ω2 ∈ R
C×P of two classes are concatenated

into the spatial filter W ∈ R
C×2P used in bFBTRCA. In the K-

class classification, the size of the spatial filter W is ∈ R
C×KP ,

where K is the number of classes. In this case, the number of
channels KP after spatial filtering is greater than the number
of channels C of the original EEG signals. After having been
filtered with W ∈ R

C×KP , the EEG signals are not full-rank,
and therefore contain more redundant information than the
original EEG signals before spatial filtering. The framework of
bFBTRCA is optimized to fit with the multi-class classification.

This optimization includes two points: the spatial filter and the
similarity measurement. After the optimization, the bSTRCA
method can be used in the multi-class classification, which
is the multi-class standard task-related component analysis
(mSTRCA) method. The mFBTRCA method is developed by
applying the filter bank selection to the mSTRCA method. The
structure of the mSTRCA is shown in Fig. 3, using three-class
classification as an example.

1) Spatial Filtering: The bSTRCA is a method developed
based on the grand average MRCP. Before optimizing the frame
of bSTRCA, it is necessary to clarify the relation between
bSTRCA and the grand average MRCP. The grand average
MRCP is the mean of EEG trials in the same class. There are
three kinds of inputs involved in the calculation of the correlation
coefficients in bSTRCA:

1) each of the EEG trials before averaging
2) the grand average MRCP of one class
3) the grand average MRCP of the other class.

The binary classification is based on the differences between
the two grand average MRCPs. The features in bSTRCA use
the similarities between each EEG trial as well as the two grand
average MRCPs with correlation coefficients. The labels of the
EEG trials can be predicted by their similarity. However, the
noise in EEG signals are not eliminated by taking the mean of
all trials. bSTRCA uses the task-related component analysis as
a spatial filter to reject the task-unrelated components such as
noise from the original EEG signals. Therefore, the spatial filter
plays a main role in rejecting noise here, and is not related to
discriminating the classes of EEG signals.

In bSTRCA, the eigenvectors of two classes are obtained by
solving the eigen equation in (3) and are then concatenated into
the used spatial filter. However, it is not necessary to label the
eigenvectors in the spatial filter, because the filter is used for
noise rejection and task-related component extraction. Since the
spatial filter is responding to the noise rejection and is not related
to the classification, the spatial filter used in bSTRCA is modified
such that it only removes the information about classes in the
spatial filter.

The summed-up inter-trial covarianceSk and the summed-up
intra-trial covariance Qk are obtained through (4) and (5). The
spatial filter for the multi-class classification is found using the
eigen equation

max
ω

J =
ωTSω

ωTQω
, (15)

where S =
∑K

k=1 S
k and Q =

∑K
k=1 Q

k. K is the number of
classes in the multi-class classification.

2) Similarity Measurement: In binary classification, the per-
formance is determined by the differences between the grand
average MRCP of two motions. When two grand average MR-
CPs have large differences, this indicates that the classification
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accuracy of the two motions is higher than that with minor
differences. To reduce the similarity between two grand average
MRCPs, a possible approach is to remove the mean of the two
from both grand average MRCPs. The differences between two
grand average MRCPs are then maximized. In the multi-class
task, the mean of grand average MRCPs of K motions are

removed from the grand average MRCP X̂
k

and the input EEG
signals X in (7), (9) and (12)

X → X − 1

K

K∑

k=1

X̂
k
; X̂

k → X̂
k − 1

K

K∑

k=1

X̂
k
. (16)

The canonical correlation pattern consists of three correlation
coefficients for each class in multi-class classification. The first
two correlation coefficients are the same as the ones given in (8)
and 11. The third one is given by (14). However, to fit with the
needs of multi-class classification, (12) is replaced with

X∗ = X − X̂
k
;Xk =

1

K − 1

K∑

kk=1,kk �=k

X̂
kk − X̂

k
. (17)

In (12),Xk is the distance betweenX̂
1

and X̂
2
. The distances

betweenX and the grand average MRCPs, namelyX − X̂
1

and

X − X̂
2
, are normalized by the correlation with X̂

1
and X̂

2
.

In the multi-class classification, X̂
k

is given in (17) to normalize
the distance X∗.

In aK-class classification, there areK grand average MRCPs

X̂
k
. For each grand average MRCP, three correlation coeffi-

cients are calculated. Therefore, there are 3K coefficients in
each filter bank. In the binary classification, K = 2 and there
are six features in each filter bank.

3) Filter Bank Selection: In the filter bank selection of mF-
BTRCA, the same setting is used as the one presented in Sec-
tion II-B3. EEG signals are divided into ten filter banks, and
the minimum-redundancy maximal-relevance method is used to
optimize the sequence of features and select the best features
for classification. The selected features are classified using the
multi-class support vector machine method.

D. Comparison Methods

We compare the proposed method to both the state-of-the-art
methods and the baseline methods. The state-of-the-art methods
refer to the methods that have been proposed and validated in
previous researches. Because the neural network is a univer-
sal solution to data processing and has no specific model, we
summarize previous neural network architectures on EEG pro-
cessing. The baseline methods are the networks designed under
the summarized architecture. The details about these methods
are given in the supplementary materials.

1) State-of-The-Art Methods: The following is a brief intro-
duction to the compared state-of-the-art models on the multi-
class classification of limb movements. All the given methods
were implemented on the same datasets used in this article,
including mCSP+LDA [37], SpoC+Ridge [47], MDM [48],
TSLDA [48], SCNN and DCNN [49], WaveNet [50], Hope-
FullNet [51].

2) Baseline Methods: As EEG signals are multi-channel
time series, it is unavoidable to discuss their temporal charac-
teristics. RNN is a universal solution to the feature extraction of
time series. Along with the state-of-the-art methods presented
above, our model is also compared with models that combine
the RNN and CNN layers. In previous EEG signal analyses,
CNN was used to extract features from EEG data; the extracted
features were then processed by the RNN layers to extract the
temporal features, and and finally the fully connected layer was
used as the classifier [52], [53]. The baseline methods follow
these steps in previous analysis. Four models are compared in
this work, including (1) C-R-CNN, (2) the convolutional-GRU-
convolutional neural network (C-G-CNN), (3) convolutional-
LSTM neural network (C-L-CNN) and (4) Graph C-G-CNN
(GC-G-CNN).

3) Parameter Settings: The performance of the proposed
and the compared methods are evaluated by 10-fold cross-
validation. The compared methods contain various neural net-
works, including SCNN [49], DCNN [49], Wavenet [50], Hope-
FullNet [51] and the baseline methods. The compared neural
networks have the same hyper-parameters, including batch size
(50), learning rate (0.001) and training epochs (50). The loss
function is the cross-entropy, and optimized by Adam optimizer.
Both datasets are split based on the 10-fold cross-validation. The
performance of all these methods is evaluated by the classifica-
tion accuracy averaged from the 10 folds. All statistical analyses
were conducted without correction for multiple comparisons.

III. RESULT

In this work, the mFBTRCA method is proposed to solve
the multi-class classification problem of upper limb move-
ments. Two datasets are used to evaluate and compare the pro-
posed methods’ performance against state-of-the-art and base-
line methods. The results analysis consists of three parts: (1) the
performance comparison between bFBTRCA and mFBTRCA
in the binary classification task, (2) the evaluation of a three-class
classification including two limb motions and the resting state,
and (3) the multi-class classification performance evaluation.
The first and second parts are evaluated and analyzed with EEG
signals in dataset I. In the third part, both datasets are used to
analyze the relationship between the classification accuracy and
the grand average MRCP of each motion.

A. Structure Comparison

This work optimizes the spatial filter and similarity measure-
ment of bFBTRCA such that the resulting mFBTRCA method
can be used in multi-class classification. Before applying mF-
BTRCA to multi-class classification tasks, it is necessary to
compare the performances of bFBTRCA and mFBTRCA in
the binary classification task. Therefore, the bFBTRCA and
mFBTRCA methods are applied to classify motion pairs in
dataset I.

Fig. 4 gives the classification accuracies summarized from
10 folds of 15 subjects and 21 motion pairs. Fig. 6 shows the
accuracy comparison of each motion pair. ‘1’ refers to the case
that removing the mean of grand average MRCPs (16) is not
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Fig. 4. Averaged accuracies across all subjects and folds. ‘FBTRCA-1’
denotes that the (16) is not used; ‘FBTRCA-2’ denotes that the (16) is
not used. In ’mFBTRCA-Nested’, the hyper-parameter P is determined
by nested cross-validation and the (16) is used.

Fig. 5. Hyperparameter P values determined by nested cross-
validation in the frequency range 0.5∼10 Hz for Subject 1. The values
of P in this figure are calculated for 10 folds and 21 pairs of movement,
respectively. The hyperparameter values of P from the 10 folds are ac-
cumulated and stacked on the graph in different colors to be adequately
visualized.

used; ‘2’ refers to the case that the (16) is used. In the spatial
filter of both bFBTRCA and mFBTRCA, the number of selected
eigenvectors P is 3 [27].

We also test the nested cross-validation when determining
the selected eigenvectors P in mFBTRCA-Nested. Because the
mFBTRCA consists of filter banks, the optimal P in each filter
banks may be different. The mSTRCA is used to determine the
P for each filter banks. The mFBTRCA-Nested shows a better
performance than the other methods. In Fig. 5, the optimal P
of Subject 1 in 0.5∼10 Hz are visualized by a stacked column
chart. In the chart, the optimal P may be different between two
arbitrary motions. Therefore, compared to giving a fixed value,
determining P by nested cross-validation is a better approach.

In Fig. 4, the use of (16) increases the averaged accuracy about
1% when the maximum accuracy is reached, where the number
of selected features is about 10. The nested cross-validation
increases the averaged accuracy about 1%. To avoid further
discussion on the hyper-parametersP and the number of selected
features, we use the nested cross-validation to determine P and
set the number of selected features to the maximum. In Table I,
the averaged accuracies and p-values are given when the number
of selected features is the maximum. The p-values is the results
of two-sample t-test between the nested mFBTRCA and the
others. The chance level is calculated with the dummy classifier
with scikit-learn package in python. Both bFBTRCA and mFB-
TRCA methods achieve similar classification accuracies in the
binary classification task.

TABLE I
ACCURACY AND p-VALUE COMPARISON IN BINARY CLASSIFICATION

B. Three-Class Comparison

This three-class comparison is carried out based on the classi-
fication accuracy between motion pairs of movement states and
the resting state. In Fig. 7, the classification performances of the
proposed mFBTRCA method and the state-of-the-art methods
are given. Table II is the p-value between mFBTRCA and the
other methods, calculated with two-sample t-test. The p-values
between mFBTRCA and the chance level are almost zeros, so
they are not presented in this table. As can be observed, the
SCNN and DCNN methods have a comparable performance to
mFBTRCA. However, the process going from EEG signals to
the classification features in SCNN and DCNN is ambiguous
due to the interpretability of neural networks; we know that the
performance of the deep neural network is good, but do not know
how the network utilizes the information in the EEG signals.
For the proposed mFBTRCA method, on the other hand, it is
clear how the MRCP signals are transformed into features. The
method removes noise via the spatial filter and measures the
similarity via the correlation coefficients.

C. Multi-Class Comparison

In the results analysis of the multi-class comparison, the
performance of the proposed mFBTRCA method is compared
to the state-of-the-art methods and the baseline methods with
EEG signals from both datasets.

a) Overall Comparison: The overall performances of the
mFBTRCA method and the compared models are summarized
in Table III, where the accuracies are averaged across all subjects
and folds of each dataset. In this table, we apply FBTRCA to
10 bands, which have the low cut-off of 0.5 Hz and the high
cut-offs of a arithmetic sequence from 1 Hz to 10 Hz with step
of 1 Hz. In dataset I, mFBTRCA improves on the classification
accuracy of SCNN by 6.03% (p = 0.1258). Furthermore, in
dataset II, mFBTRCA improves on the classification accuracy
of GC-G-CNN by 8.73% (p = 0.0736).

IV. DISCUSSION

The mFBTRCA method is developed by extending our previ-
ous bFBTRCA method, which is a binary classification model.
However, there is a drawback involved when migrating from bi-
nary to multi-class classification for the bFBTRCA. The spatial
filter in bFBTRCA is obtained by concatenating the eigenvectors
of two classes. In the multi-class classification, the number of
classes increases such that the number of eigenvectors in the
spatial filters also increase. However, the number of eigenvectors
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Fig. 6. Comparison of the classification accuracies between the bFBTRCA and mFBTRCA methods in the binary classification task. The
abbreviations on the x-axis refer to the motion names; for instance, ’EE’ is the abbreviation for elbow extension. The evaluation is based on
the 21 motion pairs in dataset I. Accuracies are averaged across ten folds of 15 subjects. The mFBTRCA method performs similarly to bFBTRCA
in binary classification.

Fig. 7. Three-class classification performance comparison between the proposed mFBTRCA method and the state-of-the-art methods. The three
classes in this figure are the motion pairs of limb movements and the resting state. The labels on the x-axis represent the name of the motion pairs,
and the name for the resting state, ’RE’, is ignored. The mFBTRCA method has a comparable performance to the SCNN and DCNN methods.

TABLE II
THE p-VALUE OF THREE-CLASS CLASSIFICATION

TABLE III
COMPARISON WITH THE STATE-OF-THE-ART AND BASELINE METHODS

in the spatial filter should be smaller than the number of channels,
as otherwise the spatial filtering will increase the dimension
along the channel axis of the EEG signals while keeping the
rank unchanged; in other words, it would introduce useless
information into the EEG signals.

The bFBTRCA method consists of three modules: spatial fil-
tering, similarity measuring and filter bank selection. In the mi-
gration from the bFBTRCA method to the mFBTRCA method,
it is assumed that spatial filtering plays the role of noise rejection,
while the similarity measuring determines the classes of the EEG
signals. This assumption is based on the processing of the grand
average MRCP. The grand average MRCP of a class is obtained
by averaging the EEG signals of that class. In MRCP signals,
the class of the motions can be discriminated by comparing the
differences of the grand average MRCPs. The purpose of aver-
aging EEG signals is to remove random noise from the original
signals. Therefore, the process of using the grand average MRCP
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Fig. 8. EEG signals before and after spatial filtering with task-related
component analysis.

to discern between different motions has two steps, (1) removing
irrelevant noise from EEG signals and (2) discriminating classes
by comparing the grand average MRCPs. These two steps are
spatial filtering and similarity measuring, respectively.

The bFBTRCA method is migrated to mFBTRCA with this
assumption. The optimization has two steps: (1) remove the steps
related to the class information in the spatial filtering, and (2)
reduce the similarity of the grand average MRCPs. The first step
involves calculating the spatial filter with the eigenvectors given
in (15), and the second step involves removing the mean of all
grand average MRCPs from the spatial-filtered EEG signals in
(16).

When calculating the correlation between each of the trials
and the grand average MRCPs, the two inputs are spatial-filtered
by task-related component analysis. Fig. 8 is an example of
EEG signals before and after spatial filtering. The signals are
sorted in a descending sequence of eigenvalues after spatial
filtering. When the index of eigenvalues is greater than three,
the signals become flat. The signals in the first three channels
show distinguished fluctuation to other flat signals. This is
the reason to adjust the spatial filter when immigrating the
binary to the multi-class classification. In MRCP analysis, P
is determined to be around 3 when the movement onset can
be located. In steady-state visual evoked potential, task-related
component analysis is also used in the spatial filtering of the
EnsembleTRCA method [14]. The spatial filters in mFBTRCA
and the EnsembleTRCA are the same. The P in steady-state
visual evoked potential is set to 1 because of the high signal-
to-noise ratio of steady-state visual evoked potential. However,
the setting in MRCP signals is different because of the low
signal-to-noise ratio. P = 1 cannot cover all the task-related
signals. This is the reason why we don’t concatenate the spa-
tial filters of different classes as in steady-state visual evoked
potential.

Although task-related component analysis may not be the
most efficient tool to remove the noises, we compared it to some
spatial filters in our previous work. It shows the best performance
among the compared spatial filters [26]. Discriminative canoni-
cal pattern matching is the spatial filter in both steady-state visual
evoked potential and MRCP [12], [43], [54]. Discriminative
canonical pattern matching aims to find a projection to maximize
the differences of two classes. Based on the results in [26],
the performance of discriminative canonical pattern matching
is much worse than task-related component analysis. Therefore,
we concluded that maximizing class differences by spatially
filtering should be avoided.

Fig. 9. Grand average MRCPs before and after removing the mean
of the grand average MRCPs, and the correlation coefficients of the
grand average MRCPs of the motion pairs. The time window of the EEG
signals is located between one second before and after the movement
onset.

In the calculation of the correlation coefficients, we remove
the mean of the grand average MRCPs from both EEG trials
and the grand average MRCPs in (16). In mFBTRCA, the
classification performance highly relies on the differences of
these grand average MRCPs. A possible approach to increase the
differences is to remove the common components of these grand
average MRCPs. The simplest common component is the mean
of these grand average MRCPs. Fig. 9 shows the grand average
MRCPs in channel Cz before and after removing the mean of
the grand average MRCPs. We then calculate the correlation
coefficients of the grand average MRCPs (Cz) of motion pairs.
In this figure, it shows that the grand average MRCPs of the
movement states are of high similarity. After removing the mean
of these grand average MRCP, the correlations between motion
pairs are reduced.

Now we can conclude the differences between the proposed
mFBTRCA and the EnsembleTRCA. Despite of the same spatial
filter in two methods, the differences between mFBTRCA and
EnsembleTRCA consist of three points.

1) The filter banks. The filter bank in MRCP signals is
located at the low-frequency bands. In mFBTRCA, we
first divide the signals into subbands in the low-frequency
bands based on our previous work [27]. In Ensem-
bleTRCA, the filter banks are not used.

2) Added-up spatial filters instead of concatenation. As men-
tioned above, limited to the low signal-noise ratio of
MRCP signals, mFBTRCA adds up the covariances of
all the class and then solve the eigen-equation to get the
spatial filter. In EnsembleTRCA, the eigen-equations are
solved for the covariances of each class respectively, and
then the eigenvectors of all the classes are concatenated
as the spatial filter.

3) Optimized correlation features. In both mFBTRCA and
EnsembleTRCA, the averaged signals across trials of
each class (X̂

k
in 6) are used as the templates to cal-

culate the correlation. In EnsembleTRCA, a template is
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averaged of signals with a given frequency. The templates
of EnsembleTRCA are of low similarity because they are
located at different frequencies. However, in mFBTRCA,
the templates are the same with the grand average MR-
CPs and are of high similarity. Therefore, mFBTRCA
removes the mean of these templates before calculating
the correlation.

The mFBTRCA method achieves an equivalent classification
performance to the bFBTRCA method in the binary classifica-
tion task, as shown in Table I. Because the binary classification
between a movement state and the resting state (e.g., elbow flex-
ion vs resting) has a higher classification accuracy, we assume
that the classification performance between the motion pairs of
the movement states will not fluctuate significantly. mFBTRCA
is compared to state-of-the-art methods in classifying pairs of
movement states and the resting state (3 classes). The three-class
classification accuracies are close to those achieved in the binary
classification, but with slight decreases. For instance, the clas-
sification accuracy achieved between elbow flexion, pronation
and resting is close to the one achieved between elbow flexion
and pronation.

The state-of-the-art methods used in this work include ma-
chine learning-based and deep learning-based methods. The
compared machine learning-based methods are geared towards
the multi-class classification of limb movements, such as those
made by the left/right hand, the foot or the tongue. The classi-
fication of these motions is based on certain brain activity, such
as motor imagery. The deep learning technique is a universal
solution to classification. Although the deep learning methods
are not specific to the classification of limb movements, they
have a better performance than the machine learning methods.
The proposed mFBTRCA method is also based on machine
learning. However, mFBTRCA takes advantage of the differ-
ences of grand average MRCPs of motions. These differences
are the reason why different limb movements can be classified.
As a result, mFBTRCA performs better than the deep learning
methods in the multi-class classification.

Besides the state-of-the-art methods, baseline methods were
designed based on deep learning to be used for comparison
purposes. In the design of these, we used the same idea as when
designing the mFBTRCA method, namely using spatial filtering
(spatial) and similarity measuring (temporal). The CNN layers
were used to optimize the spatial characteristic of EEG signals.
The RNN layers were then used to extract the temporal features.
Finally, the CNN layer followed by a fully connected layer was
the classifier used to predict the classes of EEG signals. We
compared the mFBTRCA to the state-of-the-art and baseline
methods in the multi-class classification task (more than three
classes). As given in Table I, mFBTRCA shows an improved
performance over the other compared methods, including the
baseline methods.

Although the proposed mFBTRCA method improves on the
performance of the state-of-the-art and baseline methods, it also
has its bottleneck. The method classifies the EEG signals based
on the differences in the grand average MRCPs of motions.
Importantly, when the grand average MRCPs of motions are
correlated or almost the same, mFBTRCA fails to classify these

motions, such as elbow flexion and elbow extension. Further-
more, the movement onset localization is a problem for armless
or paralyzed patients in the actual application of the brain-
computer interface. Our future work will focus on fusing the
proposed mFBTRCA method with the deep learning techniques
and applying transfer learning to help with the localization of
the movement onset.

V. CONCLUSION

We propose the mFBTRCA method for the multi-class clas-
sification of upper limb movements. The proposed method is
comparable to the bFBTRCA method in binary classification.
In the multi-class classification task (3 classes and more), mF-
BTRCA has a better performance than the other compared
methods, including SCNN and baseline methods based on deep
learning. In the 7-class classification of dataset I, mFBTRCA
improves on the performance of the best-compared method by
6.03%. In the 5-class classification of dataset II, the improvement
is 8.73%. The mFBTRCA method is developed by comparing
the correlation between grand average MRCPs, thus revealing
the relationship between the classification performance and the
grand average MRCP. This method is expected to be the baseline
in future works for the multi-class classification task of upper
limb movements.
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